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My Research at Google: Large-scale Visual Understanding 



My Research at Brown: Structured Video Understanding 



My Research at Brown: Structured Video Understanding 

We are hiring PhD students!



What can we learn from videos?

A frame from the Atomic Visual Actions (AVA) dataset



What can we learn from videos?

A frame from the Atomic Visual Actions (AVA) dataset

Object detection:
Person, silverware, food

Action detection:
Sit, eat, talk

Human-object interaction:
Person hold fork / eat food

Near-future prediction:
Stand



Encyclopedia of Multimedia Contents

Place the ingredients onto a bowl 
of hot steamed rice.



What else can we learn from videos?

How to Turn into:



What else can we learn from videos?

Transfer what has 
been learned from 

passive observations



A RoadMap Towards Video Understanding

Object 
Representation

Scene 
Representation

Short Video 
Representation

Multimodal 
Representation

Temporal 
Dynamics

Video 
Understanding

Hard to label all of them
Need to learn from unlabeled videos!! 



Scene-level Contrastive Learning

Simil
ar

Different

View 1: Augmented image

View 2: Augmented image

DistInst
CPC
CMC

SimCLR
MoCo
…



Contrastive Learning for Videos

Qian and Meng et al., Spatiotemporal Contrastive Video Representation Learning, CVPR 2021.



What should consist positive pairs?

For images:
Preserve objects

For videos:
?



Natural views introduce undesired invariances

View 1: 𝑣!

View 2: 𝑣!"!#

Representation space

Invariant to
 

“noise”



Natural views introduce undesired invariances

View 1: 𝑣!

View 2: 𝑣!"!#

Invariant to
 

“noise”

Signal:
Color, local flow

“Noise”:
Shape deformation

Loses temporal info!

Representation space



Solution 1: Construct many pairs of views

Xiao et al., What Should Not Be Contrastive in Contrastive Learning, ICLR 2021.

May not scale well



Solution 2: Equivariant representations

Jayaraman and Grauman, Learning image representations tied to ego-motion, ICCV 2015.

Not necessary for many tasks



Our solution: Simply encode the augmentations

View 1: 𝑣!

View 2: 𝑣!"!#

Representation space



Our solution: Simply encode the augmentations

View 1: 𝑣!

View 2: 𝑣!"!#

Rewind(𝑡′)

Special cases: view-invariant coding, view-predictive coding

Learn an implicit 
“prediction” model of t’

Shared and predictable
information can be 

preserved:
color, shape, etc.

Unpredictable is still 
“noise” and discarded:

camera motion

Representation space



Composable AugmenTation Encoding (CATE)

Sun, Nagrani, Tian, and Schmid, Composable augmentation encoding for video representation learning, ICCV 2021.

Projection head is now a Transformer that 
encodes a sequence of augmentations!



The Something-Something Dataset

Fine-grained actions that rely on 
the arrow of time.



Augmentation encoding is helpful



Augmentation encoding is composable



Per-class comparison (temporal aug.)

Arrow of time 
barely matters:



t-SNE



Comparison on other benchmarks



Checkpoints are released!

https://github.com/google-research/google-research/tree/master/cate

https://github.com/google-research/google-research/tree/master/cate


The egg problem

A more compact representation for videos:
Actions as object state transitions

(Action recognition, object tracking, …,
Visual Commonsense)



But why?

• Towards Long Video Understanding

• Only use “key moments”

• Video summarization

• Structured Representation

• Objects

• Their state transitions over time (visual dynamics)

• Modeling temporal dynamics is itself important 



How to predict the future?

Generate images…

Vondrick et al., 2016 Xue et al., 2016



How to predict the future?

Generate representations…

Vondrick et al., 2015 van den Oord et al., 2018



Problem solved?

Not quite…
Predict at fixed offset into future = deal with high uncertainty!
Could let network output most predictable moment in near future

Jayaraman et al., 2018



Okay, problem solved now?

Not quite…
Very short-term prediction – a few seconds into future at most
Limited to simple, low-level visual data

Jayaraman et al., 2018



The ideal future prediction

Dynamic, rather than at a fixed offset into the future
High-level, e.g., mixing eggs and flour à rolling out dough
Unsupervised, to take advantage of large unlabeled datasets



Better future predictions

Epstein, Wu, Schmid, and Sun, Learning Temporal Dynamics from Cycles in Narrated Video, ICCV 2021.



Better future predictions

Epstein, Wu, Schmid, and Sun, Learning Temporal Dynamics from Cycles in Narrated Video, ICCV 2021.



Cycling through video

Epstein, Wu, Schmid, and Sun, Learning Temporal Dynamics from Cycles in Narrated Video, ICCV 2021.



Cycling through video



Cycling through video

\



Cycling through video



Cycling through video - intuition



Cycling through video - implementation

Epstein, Wu, Schmid, and Sun, Learning Temporal Dynamics from Cycles in Narrated Video, ICCV 2021.



Selecting start nodes

0.85             0.22                   0.48               0.16

Concreteness = max(0.85, 0.22, …) = 0.85

\

\



Selecting start nodes

0.09             0.12                   0.08               0.19

Concreteness = max(0.09, 0.12, …) = 0.19

\

\



Constraining temporal attention



Discovering cycles in video



Finding cycles



Discovering transitions in video



Temporally ordering image collections



Action and object neurons emerge



Vision-Language Navigation

ALFRED

ALFRED: A Benchmark for Interpreting Grounded Instructions for Everyday Tasks; Shridhar et al., 2019



VLN as a Benchmark

• Natural testbed for multimodal representations 

• Joint model visual observations, language instructions, etc.

• From passive observation to active exploration

• The Transfer Learning Game

• What to teach an agent before entering an environment?

• Language and object grounding

• Not always ideal to learn “end-to-end” and “from scratch”



Focus One: language representations

Pashevich, Schmid, and Sun, Episodic Transformer for Vision-and Language Navigation, ICCV 2021.

Can be “pre-trained” without a specific environment.

Often easier to 
collect



Focus Two: Long-term dependencies



Focus Two: Long-term dependencies



Focus Two: Long-term dependencies



Results: comparison with state-of-the-art

Comparison with state-of-the-art models.



Self-attention to capture long-term dependency



Code and checkpoints are released!

https://github.com/alexpashevich/E.T.

https://github.com/alexpashevich/E.T.


Summary

• Many interesting tasks for detailed video understanding

• Video is encyclopedia of multimedia contents!

• From manual annotation to “automatic” supervision

• Self-supervised: Contrastive Learning

• Cross-modal supervised: Cross-modal cycle consistency

• Many interesting applications of detailed video understanding

• Structured multimodal representations for navigation

• Better interpretable, more generalizable models



Collaborators


