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1 Introduction

In the field of intelligent video analysis, human action analysis is the core prob-
lem, and it is also a research hotspot of computer vision and pattern recognition,
which has a wide range of applications in security monitoring and Internet video
search. Temporal action localization (TAL) is one of the key tasks in video action
analysis. Given a long untrimmed video, the goal of TAL is to output the action
category contained in the video, and the start time and end time. Earlier bench-
mark datasets for TAL, e.g., THUMOS-14 [2] and ActivityNet-1.3 [1], mainly
focus on coarse actions, where the temporal boundaries are often ambiguous.
To address the problem, FineAction dataset [3] is proposed which provides fine-
grained annotations of 103K temporal instances within 106 action categories,
from 16,732 untrimmed videos.

To better locate the fine-grained action instances, it is important to extract
reliable fine-grained video features. In this competition, we use two strong video
pretraining models for feature extraction, i.e., VideoSwin [4] and X-CLIP [5].
These two models have excellent performance on video recognition, and could
well capture both appearance and motion information in the video. In order to
detect the actions from different perspective, we use video features in 13 views,
including 12 view features of video crops and a mean vector of the 12 view
features. After obtaining the video features, we follow an one-stage temporal
action detection method ActionFormer [6] to simultaneously detect the action
instances and classify the action categories.

2 Our Approach

2.1 Video Feature Extraction

To discriminatively represent the video snippets, we use the pretreined VideoSwin
[4] and X-CLIP [5] models to extract the video features. For each video, we ex-
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tract video features using clips of 16 consecutive frames and a stride of 16 frames.
In particular, the features before the last fully-connected layer are extracted from
both VideoSwin [4] and X-CLIP [5]. Note that, both VideoSwin and X-CLIP set
up 4 × 3 views, where a video is uniformly sampled in the temporal dimension
as 4 clips, and for each clip, the shorter spatial side is scaled to 224 pixels and 3
crops of size 224× 224 are token that cover the longer spatial axis. As a result,
each video snippet in a video is embedded into a 12 × 1024 dimensional vector
through VideoSwin [4], and a 12× 768 dimensional vector through X-CLIP [5].
Besides, we generate a mean feature from the 12 views, which could be regarded
as the 13th view feautre. To fuse these two kinds of features, we randomly select
a view from the VideoSwin features and a view from the X-CLIP features, and
then concatenate the features along the channel axis.

2.2 Temporal Action Detection
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Fig. 1. The block-diagram of the proposed method. Given an input video, we first
extract 12 views of features from VideoSwin and X-CLIP respectively, and fuse the
video features by the multi-view feature fusion module. Then, convolution layers and
multi-scale transformer encoder are exploited to further encode the video features.
Finally, a convolutional decoder is used to generate candidate proposals and classify
the action categories.
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After obtaining the fused video features, we follow the work ActionFormer
[6] to integrate the action boundary regression and action classification in a
unified framework. As shown in Fig. 1, convolution layers are firstly deployed to
embed the features, and then the embedded features are further encoded into a
feature pyramid using a multi-scale Transformer. Next, the feature pyramid is
inputted into shared regression and classification heads, which generate an action
candidate at every time step. The training objectives are defined following the
settings of ActionFormer [6] for THUMOS-14 dataset.The model can localize
fine-grained actions in a single shot, without using pre-defined anchor windows
or action proposals.

It should be noted that, in the inference stage, we fuse the features by con-
catenating the mean values of the 12 view features from VideoSwin and X-CLIP.
After obtaining candidate proposals, we use soft-NMS to remove redundant pro-
posals.

3 Experiments

In this section, we will first describe the experimental details and then illustrate
the performance of our method.

3.1 Experimental Details

The video snippet features are extracted for every 16 consecutive frames with a
stride of 16 frames. We concatenate the video snippet features in a long video
along the temporal dimension, and we set the max sequence length as 2304. We
use Adam with warm-up for training. The training batch size is set as 16.

3.2 Experimental Results

We generate 400 proposals for each video in the validation set of FineAction and
report mAP at tIoU=0.5, 0.75, 0.95, and the average mAP in [0.5 : 0.05 : 0.95].

Feature 0.5 0.75 0.95 average

VideoSwin 35.46 20.22 3.43 21.00
X-CLIP 34.46 19.66 3.72 20.53

VideoSwin+X-CLIP 36.26 21.12 3.76 21.76
VideoSwin+X-CLIP (Multi-views) 37.60 22.23 4.42 22.79

Table 1. Performance comparison among different features on the validation set of
FineAction.

Performance comparison with different features is shown in Table 1. The first
row and second row show the results of singly using VideoSwin and X-CLIP
features respectively. The third row shows the results of directly concatenating
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the mean features (mean value of 12 view features) of VideoSwin and X-CLIP.
The forth row shows the results of selectively fusing the 13 view features as
stated in Section 2.1. It can be seen that the the model trained on multi-view
features from both VideoSwin and X-CLIP performs best compared to other
models.
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