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Abstract. This short report introduces the implementation details on
Part-level Action Parsing and Action Recognition in ECCV DeeperAc-
tion Challenge Kinetics TPS Track. We designed a human-part-state
recognition network based on multiple attention blocks, in which fea-
tures from body parts can be extracted and employed for action recog-
nition. In the competition, we achieved 25.19% mAP on the test set of
Kinetics-TPS.

Keywords: Action Recognition, Video Recognition.

1 Introduction

Understanding action from images is crucial for building an intelligent system.
Recent works [8][6] about action recognition mainly treat it as high-level classifi-
cation problem, i.e. from pixels to action concept directly based on instance-level
semantics. In the Kinetics-TPS track, we aim at understanding the human ac-
tions based on human part states.

The pipeline of our work is showed in Fig. 1. A human part and object
detector is firstly performed on every frame, and then the part and object feature
in the frame will be extracted and fed to the part relevance predictor, after that,
we extract the language priors and bridge the gap between part states and action
semantics, and then sequential model will be used to classify actions.

Detailed algorithm is discussed in Section 2.

2 Approach

The overall framework of our method is shown in Fig.1. We will orderly intro-
duce the proposed models for human part detection, part parsing and action
recognition.

2.1 Human part and object detection

To detect human part and object from each frame of the video, we adopt the
state-of-the-art object detection approach based on Cascaded-RCNN [1]. Al-
though the video-based object detection algorithm can accept temporal context
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Fig. 1. The overall framework of our method.

information to effectively alleviate the position frame deviation caused by mo-
tion blur, small targets, etc., there is not a large impact on the accuracy of our
task. Then we use Faster-RCNN [4] to extract the body part and object features
in each frame of the video. We choose the VGG-16 as its backbone pretrained
on COCO[7] dataset. The same training strategy is employed with the original
Faster-RCNN.

2.2 Part Parsing

Since the state of human body parts is highly correlated with current human
activity, we consider fuse the body part and object features to parse part state.

We input part feature and object feature to a part relevance predictor. Part
relevance represents how important a body part is to the action. For exam-
ple, feet usually have weak correlations with “drink with cup”. And in “drink
tea”, only hands and head are essential. The part relevance predictor consists of
FC layers and Sigmoids, which infers the relevance of each part and the corre-
sponding objects. With part relevance predictor, we use part relevance labels as
supervision and construct cross-entropy loss to obtain relevance score for each
part. Because a part can have multiple states, e.g. head performs “eat” and
“watch” simultaneously. Hence we use multiple Sigmoids to do this multi-label
classification.

2.3 Action Recognition

Our goal is to bridge the gap between part state and activity semantics. Language
priors are useful in visual concept understanding[5]. Thus the combination of
visual and language knowledge is a good choice for establishing this mapping.
To further enhance the representation ability, we utilize the uncased BERT-
Base pre-trained model [2] as the language representation extractor. Bert [2] is
a language understanding model that considers the context of words and uses a
deep bidirectional transformer to extract contextual representations.

In specific, for the i-th body part with n part state, we convert each part state
to a fBert ∈ R2304 (concatenating three 768 sized vectors of part, verb, object).
Second, we multiply fBert with predicted part state probabilities Ppart−state,
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i.e.fpart−state = fBert × Ppart−state, where Ppart−state = Sigmoid(Spart−state),
Spart−state denotes the part state score of the i-th part.

We pool and resize the f
L(i)
part−state, and concatenate it with its corresponding

visual part state feature f
V (i)
part−state. Then we obtain the part state representa-

tion f
(i)
part−state for each body part. It is the part-level activity representation

and with it, we use a Hierarchical Activity Graph (HAG) [3] to model the ac-
tivities. Then we can extract the graph state to recognize the action. We adopt
sequential model implementation of HAG, which uses LSTM to take the part
feature gradually, and uses the output of the last time step to classify actions.

3 Experiments

Dataset. We only use the competition training set for experiments. Kinetics-
TPS contains 3,809 training videos (4.96GB in size) and 932 test videos (1.26GB
in size).

Training. For action recognition, we conduct experiments on a service with a
single RTX3090. The input is scaled to 256x256 and then randomly cropped to
224. Following the guidelines of the challenge, we set HUMAN IOU THRESH
as 0.5 and set PART IOU THRESH as 0.3 in frame-level action prediction.

4 Conclusions

We designed a human-part-state recognition network based on multiple attention
blocks, in which features from body parts can be extracted and employed for
action recognition. In the competition, we achieved 25.19% mAP on the test set
of Kinetics-TPS.
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